
STAT 510: Homework 06

David Dalpiaz

Due: Friday, October 30, 11:59 PM

General Directions
This assignment is worth 10 points with the potential to obtain one buffer point. For each exercise, you may
obtain a score of 0, 0.5, or 1.

• To obtain a score of 1, your answer must be correct, contain valid supporting work, and be reasonably
formatted up to and including boxing your answer when possible.

• A score of 0.5 will be given to solutions which show reasonabe effort, but contain errors. (A score of 1
may be granted to some solutions containing errors if they are extremely minor.)

• A score of 0 will be given to a blank solution or a solution that shows no reasonable progress towards
the correct solution. Note that if you do not indicate a page for a problem on Gradescope, it will be
considered blank.

Please submit your assignment to Gradescope by the due date listed above. You may submit up to 48 hours
late with a two point late penalty. After that, no late work will be accepted.

Any grade disputes must be petitioned through Gradescope within one week of receiving a grade.

Please attempt to submit your work as a single PDF and complete the process of indicating which problem is
on which page. You may need to merge together PDF files from various sources and scans. We will keep
track of best practice for submitting to Gradescope in this Piazza thread.

Homework assignments are meant to be learning experiences. You may discuss the exercises with other
students, but you must write the solutions on your own. Directly sharing or copying any part of a homework
solution is an infraction of the University’s rules on academic integrity. Any violation will be punished as
severely as possible.

For this, and all homework assignments, you may use any computational tools that you wish, such as a
statistical computing enviroment or integral solver. The course staff is most familiar with R, so we will be
able to best support R users, but you may use any software that you like.

Practice Exercises
The following exercises from Evans and Rosenthal contain back-of-the-book solutions.

• Section 6.1: 1, 3, 5, 7, 9, 11, 13
• Section 6.2: 1, 3, 5, 7, 9, 11, 13, 15
• Section 6.5: 1, 3, 5, 7, 9

Graded Exercises
Exercise 1 (Method of Moments)
Let X1, X2, . . . , Xn ∼ Gamma(α, β). Find the method of moments estimator of α and β.
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Exercise 2 (“Numeric” Maximum Likelihood)
Let X1, X2, . . . , Xn ∼ Exponential(λ). That is

f(x) = λe−λx.

Consider each of the following potential values of λ.
lambda = seq(0.001, 1, by = 0.001)

We create some data and store it in a vector named some_data.
set.seed(42)
some_data = rexp(n = 100, rate = 0.2)

For each value λ, calculate the log-likelihood given the data above. Plot the results and report the “MLE”
based on this procedure.

Exercise 3 (Estimating Allele Frequency)
In genetics, single nucleotide polymorphisms (SNPs) are locations in the (human) genome that exhibit
variation across the population. SNPs cause the differences we see in traits such as hair color. Each SNP
typically has two possible alleles – say A and a – and each person’s genotype at the SNP is either AA, Aa, or
aa, where one allele comes from the person’s mother and one from the father. Let X be the number of A
alleles at a particular SNP, and suppose we collect a random sample of people from some population. Under
some assumptions (such as “random mating” and “no selection”) we may assume that

X1, X2, . . . , Xn ∼ Binom(2, p),

where p is called the allele frequency of allele A. What is the maximum likelihood estimator of p? What is
the maximum likelihood estimate of the allele frequency of allele A if our sample consists of five people with
genotypes

AA, aa,Aa, aa,Aa

at this particular SNP?

Exercise 4 (Corn!)
Consider two corn varieties, A and B, both grown in the Morrow Plots. Illinois is very serious about our corn.
Rumor has it, if a student is found trespassing in the Morrow Plots, they will be expelled. . .

Suppose that X1, X2, . . . , Xn, representing yields per acre for corn variety A, constitute a random sample
from a normal distribution with mean µ1 and variance θ. (In more usual notation, θ = σ2, but we are using θ
here to make the notation easier in this problem.) Also, Y1, Y2, . . . , Ym, representing yields for corn variety B,
constitute a random sample from a normal distribution with mean µ2 and variance θ. If the Xi and Yj are all
mutually independent, find the maximum likelihood estimator for the common variance θ. Assume that µ1
and µ2 are known.

Exercise 5 (A “Fun and Easy” MLE)
LetX1, X2 be independent random variables from Poisson distributions with parameters λ1 and λ2 respectively.
That is

f(xi) = λxi
i e

−λi

xi!
, xi = 0, 1, 2, . . .
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• When θ = −1, we have λ1 = 2.3 and λ2 = 5.6.
• When θ = 1, we have λ1 = 4.4 and λ2 = 3.2.

Suppose we observe x1 = 3 and x2 = 4. Based on this data, what is the maximum likelihood estimate of θ?
Justify your answer!

Exercise 6 (Method of Moments with Uniform)
Let X1, X2, . . . , Xn ∼ Uniform(a, b) where a < b. Find the method of moments estimators for a and b.

Exercise 7 (Maximum Likelihood with Uniform)
Let X1, X2, . . . , Xn ∼ Uniform(a, b) where a < b. Find the maximum likelihood estimators for a and b. Also
find the MLE of

τ =
∫
xdF (x)

Exercise 8 (Maximum Likelihood versus Empirical Distribution)
Let X1, X2, . . . , Xn ∼ Poisson(λ) and consider the following data generated according to this model:
set.seed(7)
some_data = rpois(n = 20, lambda = 2)
some_data

## [1] 6 1 0 0 1 3 1 5 1 2 1 1 3 0 2 0 2 0 6 1

Consider two probabilities:

• P (X > 3)
• P (X > 7)

For both:

• Provide an estimate using maximum likelihood.
• Provide an estimate using the empirical distribution.
• Provide the true value.

Exercise 9 (Parametric Bootstrap)
Let X1, X2, . . . , Xn ∼ Normal(µ, σ). Given the data below, find the MLE of P (X > 5). Use the parametric
bootstrap to estimate the standard error of this MLE.
set.seed(42)
some_data = rnorm(n = 100, mean = 4, sd = 2)

Exercise 10 (Numeric MLE)
Let X1, X2, . . . , Xn ∼ Exponential(λ). That is

f(x) = λe−λx.

We create some data and store it in a vector named some_data.
set.seed(42)
some_data = rexp(n = 100, rate = 0.2)
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Use Newton–Raphson to find the MLE numerically. (Note that numerical optimization is not actually
necessary in this example, so you can easy check your work analytically.) Consider three different initial
values for λ:

• 1e-10
• 0.3
• 0.5

Use any reasonable stopping criteria. Comment on the differences based on initial values.

Exercise 11 (EM for Mixture of Normals)
This is a challenge question. You will likely need to do some “Googling” to complete this question.

The following code generates data according to a mixture model. In particular, we have a mixture of three
univariate normals.
mu = c(0, 5, 10)
sd = sqrt(c(2, 1, 0.5))
mix = c(0.7, 0.1, 0.2)

set.seed(42)
components = sample(1:3, prob = mix, size = 1000, replace = TRUE)
some_data = rnorm(n = 1000, mean = mu[components], sd = sd[components])

Use the EM algorithm assuming a three component mixture of normals to estimate the mixing parameters,
means, and standard deviations. State how you initialized the parameters, and how you decided to stop
iterating. Plot a histogram of the data. Overlay both the true and estimated densities. Do not use any built
in functions or packages for fitting mixture models except to check your work.
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